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ABSTRACT

In recent years, the number of sensor network gemats for
real-life applications has rapidly increased andsiexpected to
expand even more in the near future. Actually, docredible
deployment in a real environment three propertiesdnto be
fulfilled, i.e., energy efficiencyscalability andreliability. In this

paper we focus on IEEE 802.15.4 sensor networksshod that
they can suffer from a seriob&AC unreliability problemalso in

an ideal environment where transmission errors meweur. This
problem arises whenever power management is enabléat

improving the energy efficiency — and results invery low

delivery ratio, even when the number of nodes & rbtwork is
very low (e.g., 5). We carried out an extensivelysis, based on
simulations and real measurements, to investigate ultimate
reasons of this problem. We found that it is causethe default
MAC parameter setting suggested by the 802.154datd. We
also found that, with a more appropriate paramségting, it is
possible to achieve the desired level of reliapi(s well as a
better energy efficiency). However, in some scesaithis is
possible only by choosing parameter values formaditallowed
by the standard.

Categoriesand Subject Descriptors
C.2.2 [Computer-communication  Networks]:
Protocols

General Terms
Management, Performance, Reliability.

Keywords
Sensor Networks, |IEEE 802.15.4, MAC Protocol, Relity,
Energy Efficiency, Scalability.

1. INTRODUCTION

Wireless Sensor Networks (WSNs) represent a veoynising
solution for a large amount of application scerario recent
years, the number of WSN deployments for realdifplications
has rapidly increased and, based on recent st{@liek5], it is
expected to grow dramatically in the near futuspeeially in the
fields of logistics, automation and control. Thiesgive trend
should also be favored by the adoption of two stadsl recently
released by the IEEE and the ZigBee Alliance, retypsly.
Specifically, the IEEE 802.15.4 standard [8] dediiee physical
and MAC (Medium Access Control) layers, while thigBee
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standard [25] covers the networking and applicatiyers of the
protocol stack.

There are three key requirements that need to Ifiefli for a
credible deployment of WSNs in a real environmest, energy
efficiency scalability and reliability. Energy efficiency is
extremely important as sensor nodes are typicaliyweped by
batteries — with a limited energy budget — whiclnra#t be
replaced nor recharged, due to environmental or @msstraints
[2]. Even when batteries can be replenished — bygharvesting
energy from the external environment [7] — efficigmower
management of sensor nodes is anyway required Higec an
adequate network lifetime. To this end, the 802 1&andard
includes a power management mechanism, based prytle, to
minimize the activity of sensor nodes (see SecBprScalability
is another important factor to be considered bexdos number
of deployed sensor nodes may be very high, espeeiben large
geographical areas need to be monitored. Finedliability is a
key requirement, especially when WSNs are usedcfiical
applications (e.g., in industrial and control apations [22]).
Nevertheless, reliability can be easily compromif®da number
of reasons. First, data messages containing sezesdings may be
dropped due to collisions during the channel acoes®ngestion
phenomena, especially in dense sensor networksorardgh
traffic conditions. Furthermore, the quality of aligss
communication can be severely affected by multihfatling in
signal propagation and external interferences prediby other
devices and machinery operating in the same frexyuband of
sensor nodes.

In this paper we focus on the unreliability intreed by the MAC
protocol during the wireless channel access. Thishe basic
aspect to be considered when evaluating the rétiabf a sensor
network. If a large fraction of data is dropped the MAC

protocol during channel access, the sensor netwdiknot be

able to provide the desired level of reliabilityea in an ideal
scenario where transmission errors (due to fadimgl/ca

interferences) never occur, and sensor nodes fal@r run out
of energy. Indeed, we show in this paper that, eémean ideal
scenario, an 802.15.4 sensor network — with powamagement
enabled — provides a very low reliability in terofsdelivery ratio
(i.e., percentage of data messages correctly detiveo the sink
node). This may prevent a correct behavior of #hesimg system,
e.g., the timely detection of an event. We fourat this behavior
is caused by the 802.15.4 MAC protocol, which is able to
efficiently manage contentions for channel accegsn when the
number of contending sensor nodes is very limitedy.{ 5).
Throughout, we will refer to this problem as #@2.15.4 MAC
unreliability problem

To understand the ultimate reasons of this probleenperformed
an extensive simulation analysis of the CSMA/CAr(ea Sense



Multiple Access with Collision Avoidance) algorithased by the
MAC protocol to regulate the channel access. We waddidated
our simulation results through a set of measuresnenta real
testbed. We found that the poor performance isdug to the
algorithm itself. Instead, it is caused by the d&fgarameter
setting suggested by the standard, which is defjniinsuited to
sensor networks using power management. Actuaky,802.15.4
standard allows some flexibility in choosing MACraimeters as
it defines a range of allowed values for each patam Our
results show that, with an appropriate settingsipossible to
achieve the desired level of network reliabilitye(j a delivery
ratio up to 100%), while increasing — at the saineet— the
energy efficiency. However, in some scenarios, thipossible
only by using parameter values which are not camnplivith the
standard.

The rest of the paper is organized as follows.i8e@ discusses
the related work. Section 3 introduces the 802.1MAC
protocol, while Section 4 describes the simulasetup used for
our analysis. Section 5 shows the effects of th2. 1804 MAC
unreliability problem in single-hop (i.e., star)twerks. The
causes of this problem are investigated in Sed@idBased on the
obtained results, in Section 7 we propose a sirsplation to
overcome the 802.15.4 MAC unreliability problem.ctan 8
shows some experimental results that confirm arlilate the
previous simulation results. Finally, conclusiong a@rawn in
Section 9.

2. RELATED WORK

Many previous papers refer to WSNs based on th& I&8.15.4
standard, which is considered the reference teoggoin this
context. However, the suitability of the 802.15.4A® protocol
for wireless sensor networks — especially with fou reliability
— has never been extensively analyzed. Actuallyyynmapers are
targeted to assess the performance of the 802MAG! protocol,
mainly in terms of throughput and energy expenditiitowever,
in many cases they approach the problem analytiealdl, hence,
introduce some assumptions to simplify the analygis example,
[13] and [18] consider a star (i.e., single-hopjwaek, assume
exponentially-distributed message generation tinagsl do not
consider the case of simultaneous transmissiomptteby all, or
many, sensor nodes (e.g., after an inactive periddjler these
conditions, they do not observe any MAC unrelidpifproblem
(our simulation results also confirm that, undezseh conditions,
the delivery ratio is close to 100%). More reatistenarios have
been considered in [10, 11, 12, 24]. These papersstigate
different aspects related to the 802.15.4 MAC perénce.
However, they do not find out any severe limitatiorthe MAC
protocol behavior, especially in terms of MAC réiigy.

The limited scalability of the 802.15.4 MAC protdds pointed
out in [23], where the authors analyze the perforweaof the
standard in terms of throughput and energy consompfThey
show that the performance of the 802.15.4 MAC isy vgoor
when the number of contending nodes is high. A remdf
potential issues that can degrade the performahdbeoMAC
protocol — including possible congestions caused thg
simultaneous attempts of many nodes to access theless
medium after an inactive period — are identified1d] as well.
However, both [14] and [23] address the above maetl issues
by suggesting modifications to the 802.15.4 MACtpcol, which
makes their solution not compliant to the standard.

Issues related to the MAC unreliability, in ternfsxeessage drop
probability, have been addressed in [17, 20, 2lhp @uthors of
[21] consider a star network and assume thail nodes attempt
to transmit a message at the beginning of the egeriod and,
(ii) the acknowledgment mechanism is disabled. Thewshat
the message drop probability can be extremely highhis
scenario, especially for large number of sensoea@hd message
sizes. However, they do not consider the effectsusing
acknowledgements and retransmissions. In additf@y, miss to
investigate the ultimate reasons behind this behnaénd,
consequently, they do not propose any possibldisalto fix, or
alleviate, this problem. Both [17] and [20] alsonsier a star
network topology and analyze the MAC protocol perfance
under saturated traffic conditions. They both fmd that a large
fraction of messages is dropped during the chaaxwss, and the
drop probability increases with the number of semsmles. [17]
suggests using a larger exponential backoff delaglleviate the
problem. Similarly, [20] shows that using larger ckaff
parameter values can provide a significant decraasehe
message drop probability, at the cost of a dectegds®ughput
when the number of nodes is small. In both caseseter, the
focus of the analysis is on the maximum achievabteughput
and energy consumption. Therefore, the high messigsard
probability is not recognized as a major limitatiand is only
marginally addressed by the authors.

In this paper we thoroughly investigate the ultienatasons
behind the MAC unreliability problem, and proposegeneral
solution for it. We use a realistic traffic modethvacknowledged
traffic. Finally, unlike [14] and [23], we do notrgpose any
modification to the standard MAC protocol. Insteag, show that
the MAC unreliability problem can be overcome by an
appropriate setting of the MAC protocol parameters.

3. IEEE 802.15.4 STANDARD

IEEE 802.15.4 [8] is a standard for low-rate, loaagr, and low-
cost Personal Area Networks (PANs). A PAN is fornmdone
PAN coordinator which is in charge of managing thkole
network, and, optionally, by one or more coordinstavhich
control a subset of nodes in the network. Ordimanges must
associate with a (PAN) coordinator in order to camioate. The
supported network topologies asgéar (single-hop),cluster-tree
andmesh(multi-hop).

The 802.15.4 standard defines two different chanmetess
methods: abeacon enablednode and anon-beacon enabled
mode. The beacon enabled mode provides a powergeimesat
mechanism based on duty cycle. It uses a superfeameture
which is bounded bieaconsi.e., special synchronization frames
generated periodically by coordinator nodes. Theetbetween
two consecutive beacons is callBeéacon Interval(Bl), and is
defined through the Beacon Order (BO) parameter
(BI=15.36ms*8°, with 0<BO<14)". Each superframe consists of
an Active Period and an Inactive Period. In theivectPeriod
nodes communicate with the coordinator they astatiavith,
while during the inactive period they enter a loamer state to
save energy. The Active Period is denoted ®yperframe
Duration (SD) and its duration is defined by tHeuperframe
Order (SO parameter $D=15.36ms*2°, with 0<SO<BO<14). It

1 Throughout the paper we assume that the sensooriebperates in the
2.4 GHz frequency band.



can be further divided into@ontention Access Perid@€AP) and
a Collision Free Period (CFP). During the CAP a slotted
CSMAJ/CA (Carrier Sense Multiple Access with Coliisi
Avoidance) algorithm is used for channel accesdewh the CFP
communication occurs in a TDMA (Time Division Muydte
Access) style by using a number Gfuaranteed Time Slots
(GTSs), pre-assigned to individual sensor nodesidn-beacon
enabled mode there is no superframe, and nodedveags active.

3.1 CSMA/CA Algorithm

The CSMA/CA algorithm is used for both the beacomlded
(during the CAP portion of the Active Period) ahé hon-beacon
enabled modes. In the beacon-enabled mode a skxttezine is
used — i.e., all operations are aligned to bacleffiod slots
(whose duration is 328) — while in the non-beacon enabled
mode there is no such alignment. For brevity, mftilowing we
will refer to the slotted scheme, highlighting tfiferences in the
unslotted version, when necessary.

Upon receiving a data frame to be transmitted, G8MA/CA

algorithm performs the following steps.

1. A set of state variables is initialized, i.e., thentention
window size CWe2, only for the slotted version), the
number of backoff stages carried out for the ongoin
transmission NB=0), and the backoff exponent
(BE=macMinBE.

2. A random backoff time, uniformly distributed in thiange
[0, 32Qus*25FY], is generated to initialize laackoff timer In
the beacon-enabled mode, the start time of thedffatitner
is aligned with the beginning of the next backdfftsIn
addition, if the backoff time is larger than thaidzal CAP
duration, the backoff timer is stopped at the ehthe CAP
and resumed at the beginning of the next superframe

3. A Clear Channel Assessment (CCA) is performed teckh
the state of the wireless medium.

a) If the medium is busy, the state variables are tgutlas
follows: NB=NB+1, BE=min(BE+1macMaxBg and
CWE2 (only for the slotted version). If the number of

4, SSMULATION ENVIRONMENT

To perform our simulation analysis we used the sis2ulation
tool [15], which includes the 802.15.4 module argly
developed in [24] and the modifications in [19]. Iall
experiments we assumed that the 802.15.4 MAC pobtec
operating on top of the 2.4 GHz physical layerhvat 250-Kbps
maximum bit rate. The radio propagation model was-Wway
ground; the transmission range was set to 15 nofdog to the
settings in [24]), while the carrier sensing ramges set to 30 m
(according to the model in [1]). Unless otherwipedfied, data
messages flow from sensor nodes to the sink. Weidered a
periodic reporting applicationwhere sensor nodes sense the
external environment and report data messages ¢o sthk
periodically, i.e., at each communication period (the
communication period is mapped to the Beacon Peoiothe
same duration when using the beacon-enabled mdt&).is a
very common case in monitoring applications. Fae gake of
comparison, in some experiments we also considar@disson
message generation process. Unless stated otheewesy sensor
node generates one data message per communicatima fon
average, when using the Poisson process). The gesize —
corresponding to the MAC frame payload — is 100ebytvhile
the MAC frame header is 7 bytes.

4.1 Network Scenario

We analyzed a star network (single-hop scenariggravtthe sink
node is the PAN coordinator and all nodes (but En&N
coordinator) operate with a duty cycle for powernagement.
More specifically, sensor nodes are placed in @ecicentered at
the sink node, 10m far from it. Due the considemadio model
(the carrier sensing range is twice the transmissange), all
nodes are in the carrier sensing range of each.dthies excludes
collisions due to the hidden node problem. The ndtwises the
beacon-enabled mode, the sink acts as the PAN icatod and
all other devices as ordinary nodes associated ivitFhe duty
cycle is set to 0.7% according to the typical valtecommended
by the ZigBee standard [25], which are in the ra@déb6 - 2%.

backoff stages has exceeded the maximum admissibleSPecifically, the Beacon Interval is 125.8s (BO=1®hile the

value (i.e. NB>macMaxCSMABackoifs the frame is
dropped. Otherwise, the algorithm falls back tp e

If the medium is free and the access mode is ueslot
the frame is immediately transmitted.

If the medium is free and the access mode is sdlotte
thenCW=CWHL. If CWE0 then the frame is transmitfed
Otherwise the algorithm falls back to step 3 tdfqpen a
second CCA.

The CSMAJ/CA algorithm supports an optional retraission
scheme based on acknowledgements. When retransnsisare
enabled, the destination node must send an ackdgereent just
after receiving a data frame. If the acknowledgmentnot
(correctly) received by the sender, a re-transmisss started
unless the maximum  number of  retransmissions
(macMaxFrameRetrigss reached. In this case the data frame is
dropped.

b)

c)

2 In beacon-enabled mode, before transmitting a frahme CSMA/CA
algorithm calculates whether it is able to comptei operation within
the current CAP. If there is not enough time, th@nsgmission is
deferred to the next superframe.

Active Period is 0.9s (SO=6). We verified that swah Active
Period is large enough to let every node sendhita chessages, so
that the enforced duty cycle does not harm the agess
transmission process.

4.2 PerformanceIndices
In our analysis we considered the following thrediges.

. Delivery ratiq defined as the ratio between the number of
data messages correctly received by the sink aaddtal
number of messages generated by all sensor nodés. T
index measures theetwork reliabilityin the data collection
process.

Average latencydefined as the average time from when the
message transmission is started at the source toodéen
the same message is correctly received by the Jihls
index characterizes thretwork responsiveness

« Average energy per messagiefined as the average total
energy consumed by each sensor node for each meessag
successfully delivered to the sink. This index rees the
energy efficiencef the sensor network.

The energy consumed by a sensor node was calcligteding
the model presented in [4], which is based on thepc@n



CC2420 radio transceiver [5]. Specifically, the rebassumes the
following radio statestransmit receive idle (the transceiver is
on, but it is not transmitting nor receiving, i.k&is monitoring the

channel) andsleep (the transceiver is off and can be switched

back on quickly). In addition, the model accourtas the energy
spent due to state transitions as well. Althoughdstandard does
not explicitly state when the transceiver should sheeping —
except for the inactive portion of the superfranfewthe beacon-
enabled mode is used — to further improve the gnefficiency
we assume that the transceiver is in the sleep dtaing backoff
times, as in [18].

For each experiment we performed 10 independetitasp each
consisting of 1000 communication periods. The tesshown
below are averaged over all replicas. The obtaicedfidence
intervals are always very low and are thus omitted.

5. THE MAC UNRELIABILITY PROBLEM

We carried out our analysis by considering a star, single hop)
network. Since many previous works have analyzedsbtenario

under the assumption thaj éensor nodes are always active, and

(ii) data messages are generated according to a P@ssoess
[10, 13, 18, 20], in this set of experiments weasnsidered, for
comparison, Poisson message arrivals — with anlowitpower
management — in addition to the Periodic traffic.
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Figure 1. Delivery ratioin a star network.

Figure 1 shows the delivery ratio — as a functibthe number of
nodes — for Periodic and Poisson message arrivdien the
power management is enabled and disabled. Wheragessire
generated according to a Poisson process the delregio is

close to 100% - even without acknowledgments and re

transmissions (curves are overlapped in Figure 1) sensor
nodes remain always active. Instead, when powelagement is
enabled, the delivery ratio drops sharply with thember of
nodes. The delivery ratio is even lower if messagesgenerated
periodically. As expected, retransmissions increes@bility.
However, when the number of nodes is high (e.gtB@)Xelivery
ratio is anyway very low, i.e., around 10% and 20/ Periodic
and Poisson processes, respectively.

In case of Poisson traffic, the very different bebg with and
without power management, can be explained aswsli®When
nodes are always active, messages are transmisseaffer their
generation. Since generation times are spread almdeacon
Interval there is almost no contention among sensodes.
Instead, when power management is enabled, datantissions
are deferred to the beginning of the next Activeidee where all

nodes wake up at the same time. Therefore, chaacetss
attempts tend to become synchronized. If the mesgageration
process is Periodic (instead of Poisson), messagegenerated
just before the beginning of the Active Period sot@minimize
the latency. Therefore, channel accesses are pgrfec
synchronized and this increases the amount of ntateamong
nodes.

We also considered different values for the Bedoterval while

leaving the Active Period constant, i.e., we vatieel duty cycle.
We found that the delivery ratio does not dependhenBeacon
Interval when the arrival process is Periodic. dast it is

significantly affected when messages are genemtedrding to
Poisson. In the latter case, for a given numbenades, the
delivery ratio is close to 100% when the Beacoerkdl is small
(i.e., the duty cycle is high) and decreases pssively as the
Beacon Interval increases. The different behavian ce

explained as follows. When messages are generatgatjzally,

all nodes contend for channel access at the beginoiintdpe

Active Period. In case of Poisson process, sincesage arrivals
are spread along the Beacon Intervabt all nodes have to
contend at the beginning of the Active Period. &rtigular, the
number of contending nodes is significantly lowdsart the
maximum when the Beacon Interval is comparable with

Active Period.

The results in Figure 1 clearly point out that 862.15.4 MAC

protocol is not able to manage contentions effitjeeven when
a limited number of nodes wake up and try to actessvireless
channel simultaneously, due to power management. ai§e

found that this problem becomes more apparent @srissage
size and/or message generation rate increases[3kder the

results). Throughout, we will refer to this issuethe802.15.4
MAC unreliabilityproblem.

As a final remark, it is worthwhile pointing outaththe MAC

unreliability problem clearly arises in clustererg.e., multi-hop)
networks as well. We also performed experimentiimscenario,
by using different sleep coordination schemes. Dwespace
limitations, the results are not presented heree Tterested
reader can refer to [3] for the details.

6. WHY THE PROBLEM ARISES

The results presented in the previous section shawthe MAC
unreliability problem may severely affect the datallection
process in 802.15.4 sensor networks when poweagement is
enabled (which occurs quite often for energy edficiy). Thus, it
is very important to properly understand the ultengeasons that
originate this problem so as to remove or mitigédenegative
effects. To this end, in this section we will intigate the impact
of each MAC protocol parameter separately. Tabseirhmarizes
the MAC parameters introduced in Section 3 and rélated
allowed (and default) values defined in the staddare referred
to the most recent version of the standard, reteas2006).

Table 1. 802.15.4 MAC protocol parameters.

Parameter Allowed values[8]
macMaxFrameRetries | Range: 0-7 (Default: 3)
macMaxCSMABackoffs | Range: 0-5 (Default: 4)
macMaxBE Range: 3-8 (Default: 5)
macMinBE Range: 0-7 (Default: 3)
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We focused on a star network with 15 sensor noddsaaluated
the impact of each single MAC parameter, not onlyarms of
delivery ratio but also in terms of energy effidgrand average
message latency. The obtained results will be die in the
next subsections. In all subsequent experimentassamed that
the message generation process is Periodic, poaeagement is
enabled and sensor nodes use acknowledgments
retransmissions to improve the reliability.

6.1 Maximum number of retransmissions

We started our analysis by investigating the impattthe
maximum number of retransmissions, defined by the
macMaxFrameRetriesparameter. Since the percentage of
messages successfully transmitted by sensor nodéee tsink is
low (below 40% with 15 nodes), we expected thatranease in
this parameter would improve the delivery ratio.efidfore, we
varied macMaxFrameRetriem the range [0,7] (0 means that the
retransmission mechanism is disabled), while sptéfi other
MAC parameters to their default values.

Table 2. Percentage of delivered and dropped frames.

macM ax Ddivery Dropsdueto Dropsdueto
FrameRetries Ratio backoffs retransmissions
0 27.1% 59.5% 40.5%
1 33.1% 90.3% 9.7%
2 36.2% 98.2% 1.8%
3 37.1% 99.7% 0.3%
4 37.2% 100.0% 0.0%

Surprisingly, we observed that the delivery ragoonly slightly
affected by this parameter (see Table 2). Theam isnprovement
when passing from 0 to 1 or 2 retransmissions. Thag further
increase does not provide any significant effedtisThappens
because, in the scenario under investigation, theless channel
is assumed to be ideal and, hence, transmissiorserever occur.
In addition, collisions caused by hidden nodes reot possible
because all sensor nodes are in the carrier seraige of each
other (see Section 4.1). Therefore, data framedis@rded by
the MAC protocol becausd)(they collide several consecutive
times with frames from other nodes and exceed thgimum
number of retransmissions, oii)(they exceed the maximum
number of backoff stages because the CSMA/CA alyoriinds
the wireless medium always busy. We measured treeipiage of
data frames discarded due tpdnd (i). The obtained results are
shown in Table 2. WhemacMaxFrameRetriess equal to 0 a
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large fraction of frames is discarded due to exedegumber of
retransmissions (they are transmitted just oncewev¥er, this
fraction reduces progressively and becomes netgigihen
macMaxFrameRetrieis larger than 2. In any case, the majority of
frames are discarded due to an exceeded numberackoth
stages.

and

6.2 Maximum number of backoff stages

In the current and next sections we will try to ergfand why the
maximum number of backoff stages is exceeded smémtly. To
this end, it may be worthwhile to recall that th&NMA/CA
algorithm performs a new backoff stage whenevemtiedium is
found busy. At each stage the backoff window istded until the
maximum value (defined bynacMaxBE is reached. Then, it
remains constant. We started considering the impmdcthe
macMaxCSMABackoffsarameter, which specifies the maximum
allowed number of backoff stages. We varied thispeter in the
range [0-10], even if the range allowed by the d&ad is [0-5],
and set all the other MAC parameters to their defalues.

The results obtained are summarized in Figure Z2xected, the
delivery ratio increases witmacMaxCSMABackoff¥he average
message latency increases accordingly as a lasggeemqgage of
messages is now delivered. Instead, the averagegyerper
message decreases significantly wheracMaxCSMABackoffs
increases. This is because the CSMA/CA algorithnabike to
successfully transmit a larger number of messages hence,
sensor nodes use their energy more efficientlyrebsing the
macMaxCSMABackoffsvalue thus results in a significant
improvement in terms of network performance, butloes not
solve the MAC unreliability problem. The delivergtio remains
below 80% even when 10 backoff stages are allowiki. limited
contribution can be explained by observing thatemiusing the
default values fomacMinBE(3) andmacMaxBE(5), the backoff
window reaches its maximum value after only 3 béfcktages.
Very likely, a considerable improvement could beanted by
also allowing a larger maximum backoff-window siz€his
intuition will be investigated in the next section.

6.3 Maximum backoff window

To analyze the impact of the maximum backoff windgize we
varied macMaxBEin [3,10] (the allowed range would be [3,8])
and setmacMinBE and macMaxFrameRetrieso their default
values. SincenacMaxCSMABackoffsiacMaxBEandmacMinBE
are bounded by the following constraint
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Figure 4. Impact of macMinBE on ddlivery ratio (a), latency (b), and energy efficiency (c).

macMaxCSMABackoffsmacMaxBE-macMinBE (1)

while varyingmacMaxBEwe also variednacMaxCSMABackoffs
accordingly. The obtained results are summarizédgare 3.

We can observe that the delivery ratio significarithproves

whenmacMaxBEncreases, due to the combined effect of a larger

backoff window size and a higher number of baclstéfges. A
reliability very close to 100% is

approximately halved whemacMaxBEchanges from 5 (default
value) to 10. As expected, the average latencyeasss, due to
the larger number of messages delivered to the sink

6.4 Minimum backoff window

Finally, we investigated the impact ofmacMinBE which
determines the minimum backoff window size. In ange
environment, where nodes wake up in a synchronizay, it
might make sense to increase the valuematMIinBE as most
collisions are expected to occur in the first bdtktages. Since a
correct parameter setting requireacMinBEmacMaxBE we
considered three different set of values faracMinBE
corresponding to three differemtacMaxBEvalues (i.e., 5, 8 and
10). Specifically, we fixednacMaxBEand variedmacMinBEin
the range [1, macMaxBEl]. In addition, we set
macMaxCSMABackoffs according to Equation (1), and

macMaxFrameRetrie$o its default value. The obtained results

are summarized in Figure 4. For a fixed valuenatMaxBE the
delivery ratio and the energy efficiency tend tpiove when the
minimum backoff window size increases. This is lseaa larger
initial backoff window reduces the collision prolilékp in the first
backoff stages.

reached when gsin
macMaxBE9, while the average energy consumed per message i

From the foregoing results we can draw the conctusghat it is
better to start with a very large backoff windovather than
performing many backoff stages. This is because¢hetend of
each backoff stage the CSMA/CA algorithm performkast one
CCA (i.e., channel assessment), which is a powagtyu
operation. Instead, during the backoff time thedcziver is put
in the low-power mode.

6.5 Learned lessons

Based on the above results, the following conchsican be
drawn. In the considered scenario increasing theiman

number of retransmissions does not provide additioaliability

because the wireless channel is assumed to be adelakensor
nodes are never hidden to each other. Insteadjelieery ratio

can be easily improved, even up to 100%, by inangasne or
more of the other MAC parameters, i.macMinBE macMaxBE

and macMaxCSMABackoffhe cost to be paid is an increase i

message latency and total energy consumption.i3tgsceptable
since the number of messages correctly deliveretheosink is
now much higher. Moreover, the average energy aoaduper
correctly delivered message reduces significangy, the network
become even more energy efficient. The conclusiyess above
suggest that the MAC unreliability problem, obsenm sensor
networks where nodes tend to have a synchronizeavir (e.g.,
due to power management), is not intrinsic to tH&VI@/CA

algorithm used by the MAC protocol, but it is origited by the
default MAC parameter values that have been ugedlearly

emerges that the default parameter set is abspluteit

appropriate for sensor networks with power managémeabled.
The question is, thus, whether a more approprigk€arameter
setting can remove or, at least, alleviate the lprabThis will be
investigated in the next section.
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7. POSSIBLE SOLUTIONS

To answer the previous question we considered tHiéerent
sets of MAC parameter values, defined as followsd an
summarized in Table 3.

Default Parameters Set (DPSYhis set consists of the
default values specified by the standard.

Standard Parameters Set (SP$his set consists of values
still compliant with the 802.15.4 standard. In deta
macMaxCSMABackoffsnacMinBE andmacMaxBE are set
to the maximum values allowed by the standard, ewhil
macMaxFrameRetrieis set to its default value.

Non-standard Parameters Set (NPHiis set of values is not
compliant with the 802.15.4 standard. In particular
macMaxCSMABackoffsnacMinBE macMaxBE are set to
values beyond the maximum ones allowed by the atand
while macMaxFrameRetriess still set to its default value.

In the following we will consider again the sindiep network
already analyzed in Section 5, and will re-derive performance
under the three different parameter sets definedeab

Table 3. Different MAC parameter sets.

Parameter DPS | SPS | NPS
macMinBE 3 7 8
macMaxBE 5 8 10
macMaxCSMABackoffs| 4 5 10
macMaxFrameRetries 3 3 3

Figure 5 shows how the performance of a star nétwaith
different number of nodes and message generattes, rehanges
when varying the MAC parameter set. In terms ofveey ratio
(Figure 5-a), there is dramatic increase when pgdsom DPS to
SPS. However, the delivery ratio still remains #igantly below
100%, especially when the sensor network is vegeland/or the
workload is high. Instead, when using the non-stashgharameter
set (i.e., NPS) the delivery ratio is very cloself@0% even in
such extreme conditions. Obviously, passing fronS&® SPS (or
NPS) implies an increase in the average messagrcia(Figure
5-b) and the total energy consumption (not showre lier the
sake of space) which is, however, due to the largenber of
delivered messages. Moreover, even when thereCano&es and
the message rate is 10 messages per communicatiand pthe
average message latency is around 250 ms, whidargely
acceptable for most of sensor network applicatiénsally, if we
consider the average energy consumption per messagead of
the total energy consumption, we can observe aifisignt
decrease when passing from DPS to NPS or SPS ige® B-c).

It is also worthwhile emphasizing that the non-dtad set does
not degrade the performance when the number obsemnsles is
very low (e.g., 5 or below). With respect to thdadét set, the
additional latency introduced is below 50 ms and #nergy
efficiency is even improved. These results confihat the MAC

unreliability problem is caused by the default paeter values
suggested by the standard and show that, in theid=ned

scenario, a delivery ratio of 100% (or very closel00%) can be
achieved by just setting the MAC parameters to nam@ropriate
values. However, a set of values compliant to ti0®.85.4

standard may not be adequate to provide the desined of

reliability, especially when the number of nodekige.

8. EXPERIMENTAL RESULTS

Since simulation experiments might not take inteoant all
factors that can occur in a real environment, vge glerformed a
set of measurements on a real sensor network testbee
purpose of this experimental analysis is mainly vaidation of
simulation results presented above.

We set up an experimental testbed consisting ofnidsn
802.15.4/ZigBee JN5139 sensor nodes [9]. These snode
implement the |IEEE 802.15.4 (and ZigBee) protodatls and
provide 250Kbps bit rate over the unlicensed 2.4 &M band.

In our experiments we considered the same scedasoribed in
Section 4.1. All sensor nodes use the default MACameters.
For each experiment we performed 5 replicas. Thaulte
presented below are averaged over the 5 replicesdard
deviations are also shown).

Table 4. Comparison between the délivery ratio achieved by
simulation and real experiments.

No. of nodes 4 8 12 16

Experiments 93.7% | 59.9% | 42.2% 28.8%
(£4.9%) | (£3.4%) | (+1.2%) | (+2.2%)

Simulations | ,2%-8% 61.2% | 45.1% 34.8%
(£0.4%) | (£2.7%) | (£0.1%) | (+x0.4%)

Table 4 compares the delivery ratio, obtained withulation and
real experiments, for different number of sensataso There is a
very close match between simulation and experinhaesults.
The slightly lower values in real experiments ane do message
losses (we measured a message loss in the rareps][@ the
different experiments and replicas). We also deriother results
that are not shown here for the sake of space[@keOverall,
they confirm and validate the simulation resultcdssed above.



9. CONCLUSIONS

In this paper we have investigated the performasfc802.15.4
sensor networks when power management is enabledhave
observed that, even with an ideal wireless charsszisor nodes
experience an extremely low delivery ratio. We fduhat the
MAC unreliability problem is originated by the CSN2A MAC
protocol, which is unable to efficiently manage totiions for
channel access even when the number of sensor nedesy
limited (e.g., 5). The problem can be overcome hyosing more
appropriate MAC parameter values, even thoughénagos with
a large number of nodes and/or high traffic condsi the desired
level of reliability can be achieved only by usikAC parameter
values out of the range allowed by the 802.15 Adsted.

We are currently extending our work to include ndeal
communication channels where transmission errors @ecur
(e.g., due to fading and/or interferences). Oud go#&o find out
the most appropriate MAC parameter set dependingthen
operating conditions. Since the operating condgi@annot be
predicted in advance, and they also vary over tiwve,are also
designing an adaptive scheme for adjusting dyndipitee MAC
parameter values, depending on the desired rétiatglvel and
actual operating conditions experienced by sensdes.
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