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Abstract —Wireless Sensor Networks (WSNSs) represent a vesgnising solution in the field of wireless techndtesyfor
industrial applications. However, for a credibleplbyment of WSNs in an industrial environment, fonain properties
need to be fulfilled, i.eenergy efficiencyscalability, reliability, andtimeliness In this paper we focus on IEEE 802.15.4
WSNs and show that they can suffer from a serionieliability problem This problem arises whenever the power
management mechanism is enabled for energy eféigjesmnd results in a very low packet delivery ratitso when the
number of sensor nodes in the network is very lew.( 5). We carried out an extensive analysisseth®n both simulation
and experiments on a real WSN - to investigatdithdamental reasons of this problem, and we fobatlit is caused by
the contention-based MAC (Medium Access Controdt@eol used for channel access and its defaulthpeter values. We
also found that, with a more appropriate MAC paramge setting, it is possible to mitigate the prabland achieve a
delivery ratio up to 100%at least in the scenarios considered in this papewever, this improvement in communication
reliability is achieved at the cost of an increasatgncy, which may not be acceptable for industjaplications with
stringent timing requirements. In addition, in socases this is possible only by choosing MAC patamealues formally
not allowed by the standard.

Keywords — Wireless Sensor Networks, IEEE 802.15.4, MAC Protto®eliability, Timeliness, Energy Efficiency,
Scalability

I. INTRODUCTION

Wireless Sensor Networks (WSNSs) are one of the mpmhising solutions in the field of industrial
communications [1]. A WSN consists of a numberioy sensor nodes deployed over a sensing field.
Each node is a low power device capable of senpmgsical information from the surrounding
environment (e.g., temperature, pressure, vibrafjgrocessing the acquired data locally, and sgndi
them to one or more collection points, referre@ddsinksor base station$2]. Hence, a WSN can be
regarded as a distributed sensing system that meagdequate for many monitoring and control
applications [1]. Actually, WSNs have been alreambnsidered for many industrial applications
including: factory automation [3], distributed apdocess control [4, 5, 6], real-time monitoring of
machinery health, detection of liquid/gas leakagdijation check, and so on [7]. And, based on recen
studies [8], their exploitation for industrial afations is expected to increase significantlyhie hear
future, especially in the fields of logistics, amation and control. This positive trend should digo

favored by the adoption of two industrial standangsently released by the IEEE and the ZigBee



Alliance, respectively. The IEEE 802.15.4 stand8ijdiefines the physical and MAC (Medium Access
Control) layers of the protocol stack, while theyBee specification [10] covers the networking and

application layers.

There are four key requirements that need to bilddl for a credible deployment of WSNs in
industrial environments, i.eenergy efficiencgyscalability, reliability and timeliness[1, 11]. Energy
efficiencyis extremely important as sensor nodes are typipawered by batteries — with a limited
energy budget — which cannot be replaced nor rgedardue to environmental or cost constraints.
Even when batteries can be replenished — e.g.atwekting energy from the external environment [12]
— efficient power management of sensor nodes isined|to achieve an adequate network lifetime [13].
To this end, the 802.15.4 standard includes a powaragement mechanism, based on duty cycle, to
minimize the activity of sensor nodes (see Seclin Scalability is another important factor to be
considered because the number of deployed sensi@snmay be very high, especially when large
geographical areas need to be monitored. Fingdligbility andtimelinessare very critical issues in
industrial environments. If a given percentagehef data packets is not delivered to the sink, ctiyre
and within a pre-defined deadline, the correct brinaof the sensing system (e.g., the timely daect

of an event) can be compromised. The maximum abiolatency depends on the specific application.
Typical values are tens of milliseconds for diseretanufacturing, seconds for process control, and
minutes for asset monitoring [11]. In the followjnge will refer to the capability of meeting spécif

deadlines — or equivalently, of providing time-bded latency — agredictability.

In an industrial scenario the reliability and/oe gredictability can be hindered by a number ofdiac
First, sensor nodes may undergo failures due tgtésence of dust, liquids, corrosive agents, Iatc.
addition, the quality of wireless communication nii@yseverely affected by multi-path fading in signa
propagation and external interferences produceathyr devices and machinery operating in the same
frequency band of sensor nodes [1, 14, 15, 16,Fglly, data packets containing sensor readingg m
be dropped, or may experience an excessively lategty, due to congestion phenomena in the WSN.
For instance, in WSNs where data transmissionsegndated by a contention-based MAC protocol, a
fraction of packets could experience collisions agtlansmissions, and could also be dropped by the
MAC layer if the number of contending nodes is hi§mce this may prevent the WSN from providing
the required reliability and bounded latency, algzen transmission errors do not occur and sensor

nodes never fail, congestion phenomena should dieed or controlled in an appropriate way.



In this paper we focus on IEEE 802.15.4 WSNs aralsthat they provide a very low reliability in
terms of packet delivery ratio (i.e., the perceatafdata packets correctly delivered to the siodéter)
when power management is enabled. We found thath&havior is caused by the 802.15.4 MAC
protocol and therefore, throughout we will referitoas the802.15.4 MAC unreliability problem
Specifically, we found that this problem — which asiginated by the CSMA/CA (Carrier Sense
Multiple Access with Collision Avoidance) algorithased for channel access — becomes critical when

power management is enabled due to the default ld&@meters setting suggested by the standard.

Indeed, the IEEE 802.15.4 standard allows somabiléy in choosing CSMA/CA parameters, as it
defines a range of allowed values for each of th@ur results show that, with an appropriate
parameters setting, it is possible to mitigate M#&C unreliability problem and increase the delivery
ratio, up to 100%, at least in the scenarios camsl in this paper. However, this is achieved at th
cost of a significantly higher latency, which mighit be acceptable for industrial applications with
stringent timing requirements. In addition, in soseenarios, a high delivery ratio can only be otdi

by using CSMA/CA parameter values which are notglaant with the standard.

We validated our simulation results through an moéel experimental analysis carried out on a real
WSN. The experimental measurements confirm the laimon results and show that the solution
envisaged to mitigate the MAC unreliability problesnviable, at least in some application scenarios.
To the best of our knowledge, this is the first gramvestigating the sensitiveness of the 802.15.4
performance to the CSMA/CA parameters setting,diggiboth simulation and measurements on a real
WSN.

The rest of the paper is organized as follows. i&ecl discusses the related work. Section I
introduces the 802.15.4 MAC protocol, while Sectlgndescribes the simulation setup used for our
analysis. Section V shows the effects of the 802.MAC unreliability problem. Section VI analyzes
the impact of each single MAC parameter, while 8ec¥Il presents a possible solution to mitigate th
problem. Section VIII discusses the results of@kperimental analysis. Finally, conclusions arevtra

in Section IX.

II. RELATED WORK

Many previous papers concerning WSNs focus on 0215.4 standard, which is considered the
reference technology in the field, and is expediedcave a significant impact also on industrial

applications [1]. However, the suitability of th€®2815.4 MAC protocol for WSNs, with specific



reference to industrial scenarios, has never begensvely analyzed. Actually, many papers are
targeted to assess the performance of the 802MA@ protocol, mainly in terms of throughput and
energy expenditure. But, in many cases they apprtdae problem analytically and, hence, introduce
some assumptions to simplify the analysis. For etem[18] and [19] assume exponentially-
distributed packet generation times, and do nosiden the case of simultaneous transmission ateempt
by all — or many — sensor nodes (e.g., after aative period). Under these conditions, they do not
observe any MAC unreliability problem (our simudati results also confirm that, under the same
conditions, the delivery ratio is close to 100%)or#l realistic scenarios have been considered in [20
21, 22, 23]. These papers investigate differen¢éetsprelated to the performance of the 802.15.4 MAC
However, they too do not find out any severe litiota in the MAC protocol, especially in terms of
reliability.

The limited scalability of the 802.15.4 MAC is pted out by Yedavalli et al. [24] who analyze the
performance in terms of throughput and energy aomgion. They show that the 802.15.4 MAC
performs very poorly when the number of contendinges is high. However, they do not investigate
the impact of the different MAC parameters. Instethey propose an enhanced MAC protocol with

better scalability properties.

Misic et al. [25] identify a number of potentiakiges that can degrade the performance of the MAC
protocol, including possible congestions causethbysimultaneous attempts of several nodes to acces
the wireless medium after an inactive period. Ag24], they also propose some changes in the
standard MAC protocol to overcome these issues, bygintroducing a random delay before the
channel access to avoid possible congestions aift@nactive period. We show here that this problem
can be simply overcome with an appropriate settinGSMA/CA parameters, without introducing any

modification to the MAC protocol.

Issues related to the MAC unreliability, in termigpacket drop probability, have been addressedén [
27, 28, 29]. Shu et al. [26] consider a star netwaord assume thait) (@ll nodes attempt to transmit a
packet at the beginning of the active period amjif{e acknowledgment mechanism is disabled. They
show that the packet drop probability can be exégnimigh in this scenario, especially for large
number of sensor nodes and packet sizes. Howelrey, do not consider the effects of using
acknowledgements and retransmissions. In additiey, miss to investigate the fundamental reasons
for this behavior and, consequently, they do natppse any possible solution to fix or, at least,

alleviate this problem.



Both [27] and [28] also consider a star networkotogy and analyze the MAC protocol performance
under the assumption that each sensor node hadimitei backlog of packets to send (saturateditraff
conditions). They both find out that, under thesaditions, a large fraction of packets is dropped
during the channel access, and the drop probabittgases with the number of sensor nodes. Ratllin
al. [28] suggest using a larger exponential baclefay to alleviate the problem. Similarly, Singrak

[27] show that using larger backoff parameter valoan provide a significant decrease in the packet
drop probability, at the cost of a decreased thnpugywhen the number of nodes is low. In both gases
however, the focus of the analysis is on the marinaghievable throughput and energy consumption.
Therefore, the high packet discard probability @ recognized as a major limitation, and is only

marginally addressed by the authors.

Park et al. [29] also consider a star network toggland develop an accurate analytical model of the
802.15.4 MAC protocol in the beacon enabled modyTexplicitly consider the limited number of
backoff stages and retransmissions, and derive diéflesery ratio, average latency and power
consumption as functions of the offered load arftedint MAC parameters. The authors show that,
under saturated (or very high) traffic conditiomsldarge number of nodes, the delivery ratio can be
low. They also show its dependency on different MpeCameters. However, since the analysis mainly
focuses on the unsaturated traffic regime, satdrataffic is considered an extreme scenario. In
addition, the performance analysis is mainly tadeit validating the accuracy of the proposed model
Hence, as above, the authors do not emphasize a@ Wireliability problem and, consequently, they
do not investigate its causes nor propose anyisoltt it. In this paper we investigate thorougtilg
fundamental reasons for the MAC unreliability pexol and propose a solution for its mitigation.
Unlike [24] and [25], we do not propose any modifion to the standard MAC protocol. Instead, we
show that the MAC unreliability problem can be getied by an appropriate setting of CSMA/CA

parameters.

Strategies for tuning the 802.15.4 CSMA/CA algarithre considered in [30] and [31]. Specifically,
Nefzi et al. [30] introduce a service differentiati strategy, consisting in defining both CSMA/CA
parameter sets (i.e., minimum and maximum backqgibaents, and the contention window size) and
gueuing policies so as to prioritize specific ckasssf traffic. However, since the focus is on mgesa
prioritization, little attention is devoted to ratiility and energy expenditure. In addition, onlyeav
CSMA/CA parameters are considered, and acknowledgenare not used. Youn et al. [31] propose a

message prioritization mechanism exploiting a Gansglistribution for the backoff procedure.



Although the proposed solution might be compatitiecommercially-available transceivers, it is
actually not compliant with the 802.15.4 standardce the backoff procedure is different. On thesot
hand, our solution is fully compatible with the 802 4 standard, and can be used also in sensos node

where the MAC protocol cannot be changed.

In the present paper we extend our previous arsabyfsthe 802.15.4 MAC protocol where an ideal
wireless channel was assumed [32]. In this papespeeifically refer to an industrial environmentian
thus, we consider a more realistic scenario whemrelegs communication may be affected by
(correlated) transmission errors due to fading iatetference. In addition, while the analysis i2][&
almost completely based on simulation, in this pape also reported experimental results derived
from measurements on a real WSN. For the sake axfespre only refer to a star network topology.

Additional results for a cluster-tree (i.e., muitp) topology can be found in [33].

The effects of external interferences producedthgrodevices or machinery on the performance of an
802.15.4 WSN have been experimentally investighte8ertocco el al. [17]. However, they consider
an application-layer polling-based protocol foripdic data collection from sensor nodes and, hence,
they do not specifically address issues relatedegd02.15.4 MAC protocol. Using an applicationday
protocol for data collection is a very common agpgto in industrial applications. Nevertheless, we
think it is very important for industrial applicati developers to know the limits and capabilitiethe
underlying MAC protocol. To the best of our knowded this is the first paper investigating the
sensitiveness of the 802.15.4 WSN performanceaddtAC protocol parameters setting, by using both

simulations and measurements on a real WSN.

. IEEE 802.15.4 STANDARD

IEEE 802.15.4 [9] is a standard for low-rate, loaaer, and low-cost Personal Area Networks (PANS).
A PAN is formed by one PAN coordinator which isdharge of managing the whole network, and,
optionally, by one or more coordinators which agsponsible for a subset of nodes in the network.
Ordinary nodes must associate with a (PAN) cootdma order to communicate. The supported

network topologies arstar (single-hop) cluster-treeandmesh(multi-hop).

The standard defines two different channel accestbads: ébeacon enabledhode and aon-beacon
enabledmode. The beacon enabled mode provides a poweagearent mechanism based on a duty
cycle. It uses a superframe structure (see Figyreviich is bounded bypeacons i.e., special

synchronization frames generated periodically by toordinator node(s). The time between two



consecutive beacons is call8gacon Interval(Bl), and is defined through tHgeacon Order(BO)
parameter BI=15.36-3° ms, with &BO<14). Each superframe consists of an active period and
inactive period. In the active period nodes commata with the coordinator they associated with,
while during the inactive period they enter a loawer state to save energy. The active period is
denoted asSuperframe DuratiorfSD) and its size is defined by ti®iperframe Orde(SO parameter
(SD=15.36-2°ms, with &SO<BO<14). It can be further divided into @ontention Access Period
(CAP) and aCollision Free PeriodCFP). During the CAP a slotted CSMA/CA algorithm isedsfor
channel access, while in the CFP communicationredoua TDMA (Time Division Multiple Access)
style by using a number @uaranteed Time SIo{&TSs), pre-assigned to individual nodes. In the-n
beacon enabled mode there is no superframe, noel@bsays active (energy conservation is delegated

to the layers above the MAC protocol) and use tistaited CSMA/CA algorithm for channel access.
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Figure 1. IEEE 802.15.4 Superframe Structure.

A. CSMA/CA algorithm

The CSMA/CA algorithm is used in both theacon enablednode (during the CAP portion of the
active period) and theon-beacon enableghode. In the beacon-enabled mode a slotted sclseused
— i.e., all operations are aligned to backoff pgrstots (whose duration is 32§) — while in the non-
beacon enabled mode there is no such alignmentbiémity, in the following we will refer to the

slotted scheme, highlighting the differences inuhslotted variant, when necessary.

Upon receiving a data frame to be transmitted @B&A/CA algorithm performs the following steps.

1 Throughout the paper we assume that the sensworketperates in the 2.4 GHz frequency band.
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1. A set of state variables is initialized, i.e., t@ntention window sizeGQW=2, only for the slotted
variant), the number of backoff stages carried foutthe on-going transmissiomNB=0), and the

backoff exponent§E=macMinBE.

2. A random backoff time, uniformly distributed in trenge [0, 320-{-1) us], is generated and used
to initialize a backoff timer. In the beacon-enabteode, the starting time of the backoff timer is
aligned with the beginning of the next backoff slataddition, if the backoff time is larger thdret
residual CAP duration, the backoff timer is stopmédhe end of the CAP and resumed at the

beginning of the next superframe. When the badkokr expires, the algorithm proceeds to step 3.
3. A Clear Channel Assessment (CCA) is performed &xklthe state of the wireless medium.

a) If the medium is busy, the state variables are tgabas followsNB=NB+1, BE=min(BE+1,
macMaxBE and CW=2 (only for the slotted variant). If the number lodckoff stages has
exceeded the maximum admissible value (N&>macMaxCSMABackolifsthe frame is

dropped. Otherwise, the algorithm falls back tpse
b) If the medium is free and the access mode is urdlathe frame is immediately transmitted.

c) If the medium is free and the access mode is dlotitenCW=CW-1. If CW=0 then the frame is
transmitteél Otherwise the algorithm falls back to step 3edf@rm a second CCA.

It should be noted that, unlike the algorithm use&02.11 WLANS, the 802.15.4 slotted CSMA/CA
does not guarantee a transmission at the end obdhbkoff time after the channel is found clear.

Instead, transmission occurs only if the wirelegslimm is found free for two consecutive CCAs.

The 802.15.4 CSMA/CA algorithm supports an optiona@transmission scheme based on
acknowledgements and timeouts. When the retrangmissechanism is enabled, destination nodes
must send an acknowledgement just after receiviogreect data frame. The acknowledgement is not
sent in case of collision and corrupted frame reoapOn the sender side, if the acknowledgment is
not (correctly) received within the pre-defined éout, a retransmission is scheduled until the
maximum number of retransmissionaacMaxFrameRetri@sis reached. In the latter case the data

frame is dropped.

2 In the beacon-enabled mode, before starting thaefraansmission, the algorithm calculates whethés able to complete the operation within the

current CAP. If there is not enough time, the traission is deferred to the next superframe.



IV. SIMULATION ENVIRONMENT

To perform our simulation analysis we used the sisfulation tool [34], which includes the 802.15.4
module originally developed in [21] and the modifions in [35]. In all experiments we assumed that
the 802.15.4 MAC protocol is operating on top oé th.4 GHz physical layer, with a 250-Kbps
maximum bit rate. The transmission range was s&btm (according to the settings in [21]), while th

carrier sensing range was set to 30 m (accorditigetonodel in [36]).

In our experiments we considered a star networkae® where the sink node acts as the PAN
coordinator and all other nodes operate with a @ytfe for power management. Sensor nodes are
placed in a circle centered at the sink node, famfrom it. Due the considered radio model (the
carrier sensing range is twice the transmissiogegall nodes are in the carrier sensing range of each
other. This minimizes the probability of collisiodse to the hidden node problem [37]. The network
uses the beacon-enabled mode. The duty cycle i®sabout 1.5%, according to the typical values
recommended by the ZigBee standard [10] whichratee range 0.1% - 2%. Specifically, the Beacon
Interval is 125.8 s (BO=13), while the active pdris 1.97 s (SO=7). Note that the active period is
large enough to let every node send its data pswtkedll the analyzed scenarios, so that the eafbrc

duty cycle does not harm the packet transmissiongss.

To simulate realistic packet errors/losses we ukedGilbert-Elliot model, which has been shown to
provide a good approximation of fading in indudtaavironments [14, 15, 16]. In addition, this mbde

has been used in a number of previous performaneé/sas of industrial wireless systems and
networks (e.g., [38, 39, 40]). In our analysis wekt an approach similar to [39] and [40], and used
values inspired from real measurements [14]. Untierently specified, we assumed a packet error
rate (PER) of approximately 10%. Specifically, IR in the bad and good state of the Gilbert-Elliot
model is assumed to be 100% and 0%, respective|guh times in the two states are exponentially
distributed and their average values are 5.7 and ®6, for bad and good state, respectively. To
broaden our analysis, in some experiments we alagidered different values of PER. These values
were obtained by changing the average sojourn itintee bad state accordingly, while leaving all the

other parameters unchanged.

We considered a reporting application where sedséa have to be reported to the sink periodically,
which is a very common case in monitoring applmadi However, for comparison purposes, we also
considered a Poisson data generation process.dJsti@ed otherwise, acknowledgements are enabled

and every sensor node generates one data packieaeon Interval (on average when the generation
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process is Poisson). The packet size — correspgrndithe MAC frame payload — is 100 bytes, while
the MAC frame header is 7 bytes

A. Performance Indices
In our analysis we considered the following indices

» Delivery ratig defined as the ratio between the number of datkeis correctly received by the
sink and the total number of data packets generhyedll sensor nodes. This index jointly

represents the networkliability as well as thecalability of the data collection process.

» Latency defined as the time from when the packet transionsis started at the source node to
when the same packet is correctly received byitile /e measured both its average value and its

distribution. Latency characterizes timaelinessof the system.

» On-time delivery ratipdefined as the percentage of packets receivedattyrand within a certain
pre-defined deadline. For delay-bounded applicatiothe on-time delivery ratio (or,
correspondingly, theleadline miss ratig)provides the fraction of packets delivered onetitor

missing the deadline). Hence, it combines bettability andpredictability.

» Average energy per packetefined as the total energy consumed by eacloseasle divided by
the number of data packets correctly deliveredh® s$ink. This index measures teaergy
efficiencyof the WSN.

The energy consumed by a sensor node was calcidgtasing the model presented in [41], which is
based on the Chipcon CC2420 radio transceiver [@gégcifically, the model supports the following
radio statestransmit receive idle (the transceiver is on, but it is not transmittmg receiving, i.e., it

is monitoring the channel) arsleep(the transceiver is off and can be switched batlquaickly). In
addition, the model accounts for the energy spaattd state transitions as well. Although the stadd
does not explicitly state when the transceiver &hbe sleeping — except for the inactive portioriheaf
superframe when the beacon-enabled mode is usedurther improve the energy efficiency we put

the transceiver into the sleep state when thame [gacket to be transmitted, as proposed in [19].

In our experiments, for each simulated scenario,peormed 10 independent replicas, where each

replica consists of 1000 Beacon Intervals. For eagiica we discarded the initial transient period

% In the following we assume that IEEE 802.15.4 shddresses are used, thus requiring 4 bytes iM&@ header.
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(10% of the overall duration) during which nodesaasate to the PAN coordinator and start generating
data packets. The results shown below are averagedall the different replicas. We also derived
confidence intervals by using the independent capbn method and a 95% confidence level. They are

typically so small that they cannot be appreciateitie figures below.

V. THE MAC UNRELIABILITY PROBLEM

Many previous works [18, 19, 23, 27] have analydedperformance of the 802.15.4 MAC protocol in
a star network under the assumption that senscesnhatkalwaysactive (i.e., power management is
disabled), and data packets are generated accotdirgPoissonprocess. Therefore, we start our
analysis by comparing the MAC performance undes$twi and Periodic traffic patterns, when power

management is enabled and disabled.

Figure 2-a shows the delivery ratio — as a funcbbthe number of sensor nodes — for Periodic and
Poisson packet arrivals, when the power managemeohanism is enabled (PMan ON) and disabled
(PMan OFF). The effects of packet retransmissiaesadso shown. Specifically, when packets are
generated according to the Poisson distribution@wler management is disabled (i.e., sensor nodes
are always active), the delivery ratio is aroun&9® acknowledgements and retransmissions are not
used (Ack OFF). This is due to the effect of packeodrs (PER is equal to 10%). The retransmission
mechanism (Ack ON) allows to recover almost allrapted packets, thus increasing the delivery ratio

to approximately 100%.
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Figure 2. Delivery ratio in a star network with Poisson and Periodic traffic, when the power managemeéis enabled
and disabled (a). Impact of the packet generationate on the delivery ratio (b).
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When the arrival process is still Poisson but pomanagement is enabled, the delivery ratio drops
sharply with the number of nodes. The deliveryoragi even lower if the arrival process is Periodic
instead of Poisson. As expected, in both caseanstrissions increase the communication reliability.
However, when the number of nodes is high (e.g.th@)delivery ratio is anyway very low, i.e., anou

10% and 20% with Periodic and Poisson trafficpeetively.

For Poisson arrivals, the very different behaviowith and without power management — can be
explained as follows. When nodes are always acpaekets are transmitted immediately after their
generation. Since generation times are spread al@n@eacon Interval there is almost no contention
among sensor nodes. Instead, when power managésnenéabled, the packets generated during the
sleeping time are deferred to the beginning ofrteet Active Period, when all nodes wake up at the
same time. Therefore, channel access attemptstéebdcome synchronized. If the data generation
process is Periodic (instead of Poisson), packetgenerated just before the beginning of the Activ

Period so as to minimize the latency. Hence, cHaaoeesses are perfectly synchronized and this

increases contention among nodes.

We also considered different values of the Beacdarval while leaving the Active Period constant,
i.e., we varied the duty cycle. We found that tkeéwéry ratio does not depend on the Beacon Interva
when the arrival process is Periodic. Insteads isignificantly affected when packets are generated
according to Poisson. In the latter case, for adirumber of nodes, the delivery ratio is clos&0%
(90% if the retransmission mechanism is disabled@mthe Beacon Interval is small — i.e., the duty
cycle is high — and decreases progressively aBeeon Interval increases. The different behavéor ¢
be easily explained. When packets are generateddpily, all nodes contend for channel access at
the beginning of the Active Period. In case of Boistraffic, since packet arrivals are spread atbeg
Beacon Intervalnot all nodes have to contend at the beginning of thevAdferiod. In detail, only
nodes which generated packets during their slegjpimg contend simultaneously at the beginning of
the Active Period. This condition is more likely l@ppen when the relative duration of the Active

Period with respect to the Beacon Interval is low.

The results in Figure 2-a clearly point out thag 802.15.4 MAC protocol is not able to manage
contentions efficiently, even when a limited numlwérnodes try to access the wireless channel
simultaneously, e.g., due to power management.ubraut, we will refer to this issue as #B@2.15.4

MAC unreliability problemIts impact on performance is strongly affectedtliy data traffic pattern,

12



i.e., for a given number of sensor nodes, the ialty increases as the number of simultaneously

contending nodes increases.

To broaden our analysis we investigated the impadhe MAC unreliability problem of a number of
additional operating parameters such as packetrggore rate, packet size, packet error rate. In all
subsequent experiments we only considered the denmacket generation process — as this it more
realistic than Poisson for (periodic) reporting Ilaggiions — and assumed that the

acknowledgement/retransmission mechanism is alemagbled (unless differently specified).

Figure 2-b shows that, as expected, the MAC urbiilla becomes more and more serious as the
packet generation rate, i.e., the offered loadteim®es. It is worthwhile emphasizing that 50 nodes
generating three 100-byte packets per Beacon hitepvoduce an aggregate offered load of
approximately 70 Kbpgs On the other side, the network data rate is 2Bpskand the maximum
throughput that can be achieved with the 802.15MCNprotocol is about 140 Kbps [43Also, the
overall number of packets generated by all sensdes during each Active Period (150 in the cas® of
packets per Beacon Interval) is much lower thantoted number of packets that could be transmitted
during an Active Period using an ideal transmissiomedule. In the latter case packets are traresinitt
back-to-back, and the total time required for traisng a single packet iDii = Diame +
aTurnaroundTime+ Dy + LIFS, where Diame (Dac) IS the data (ack) frame transmission time,
aTurnaroundTimas the delay for switching the transceiver froemsmit to receive mode, ahtFS is

the duration of a Long Inter Frame Space [9]. Inszenaridit turns outDy,; = 4.864 ms (4.320 ms if
acknowledgements are disabled) and, consequefhity,tdtal number of packets that could be
accommodated within an Active Period (1.966s) isprapimately 404 (455 without
acknowledgements). Hence, assuming a packet gemerdt3 packets per Beacon Interval, up to 134
or 151 sensor nodes (with and without acknowledgesnerespectively) could be theoretically

supported by an ideal transmission schedule.

We also investigated the effect of varying the phckize, while leaving the packet generation rate
unchanged. The trend is similar to that shown gufé 2-b (the results are not shown here for the sa

of space). This is because the offered load temdgtease in both cases.

4 We considered an overall packet size of 115 bidsyte PHY header + 7-byte MAC header + 100-byglgad + 2-byte MAC trailer). The Active
Period is 1.966s.

5 We considere®yame = 3.68 ms (6-byte PHY header + 7-byte MAC headd0®-byte payload + 2-byte MAC traileDack = 0.352 ms (6-byte PHY
header + 5-byte MAC header and trail@JurnaroundTime= 0.192 msLIFS = 0.640 ms. We used the Long Inter Frame Spatkeafame size is
more than 18 bytef9].
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Figure 3. Impact of Packet Error Rate on the delivey ratio (a) and comparison with S-MAC (b).

Finally, we varied the PER in the range [0-30] %atwlyze the effects of (correlated) transmission
errors on the MAC performance. As expected, Fi@iaeshows that the MAC unreliability increases as
the PER increases, since the source sensor nodesdeetransmit more frames. We can also observe
that the impact of transmission errors is much namearent when the number of sensor nodes is low.
This is because, when the number of nodes is Emgdor a given PER value, the effects of congastio

predominate over those originated by transmissiore

The results presented above show that the 802NMIB@ has a very poor performance, in terms of
delivery ratio, in the considered scenario. In analysis we referred to a star network topology.
However, similar conclusions are also drawn in [@Blere a cluster-tree (i.e., multi-hop) topology is
considered. It is well known that CSMA-based MAMtpcols do not perform well when a large
number of sensor nodes start transmitting simuttasly [44]. However, this well-known problem is
much more severe in the 802.15.4 MAC than in otirailar MAC protocols, as highlighted in Figure
3-b. There, we compare the performance of the 802 MAC with that of S-MAC [45], another very
popular contention-based MAC protocol for WSNs. 8@1is based on the well-known 802.11
CSMAJ/CA algorithm [46] for regulating channel acee#s above, all sensor nodes start transmitting
simultaneously. We can see that, in the same opgradnditions, S-MAC is able to provide a 100%

delivery ratio, irrespective of the number of nqdéthe retransmission mechanism is enabled.

VI. IMPACT OF CSMA/CA PARAMETERS

The results presented in the previous section sthidtheg the MAC unreliability problem in 802.15.4

WSNs is much more severe than in other contentamet WSNs, and it can seriously degrade the

14



performance of the data collection process. Thuss wvery important to properly understand the
fundamental reasons of this behavior so as to atéigs negative effects. To this end, we performed
thorough simulation analysis to investigate the antpof each single CSMA/CA parameter. Table 1
summarizes the parameters introduced in Secticentl the related ranges and default values defined
in the standard. For completeness, Table 1 redeosth the 2003 and 2006 standard releases buirin o

analysis we only referred to the most recent releas

TABLE 1.802.15.4CSMA PROTOCOL PARAMETERS

Parameter Allowed Values : "
2003 Release [47] 2006 Release [9] escription

macMaxFrameRetries Constant: 3 Range: 0-7 Maximum number
(aMaxFrameRetries) Default: 3 of retransmissions
Range: 0-5 Range: 0-5 Maximum number

macMaxCSMABackoffs Default: 4 Default: 4 of backoff stages
macMaxBE Constant: 5 Range: 3-8 Maximum backoff
(aMaxBE) Default: 5 window exponent

. Range: 0-3 Range: 0-7 Minimum backoff

MIinBE .

maciin Default: 3 Default: 3 window exponent

We focused on a star network with 15 sensor noddsP&ER=10%, and evaluated the impact of each
single MAC parameter, not only in terms of deliveayio, but also in terms of energy efficiency and

latency experienced by data packets. For the shlspare, we only show the delivery ratio below.

Since the general trend is similar to that obseiweiddeal channel conditions, the reader can refer

[32] for a more detailed analysis of the impacteaich single parameter on the 802.15.4 MAC

performance.
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Figure 4. Delivery ratio and packet dropping probabllity vs. maximum number of retransmissions (a). Inpact of
macMaxCSMABackoff on the delivery ratio (b).
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Figure 4-a shows that increasing the maximum alkibbweimber of retransmissions — i.e., the
macMaxFrameRetriegarameter (while leaving all other parameters &rttefault values) — does not
provide any significant effect on the delivery oaftor values larger than one. This is because dlaibs
undelivered packets are dropped by the MAC protbemause of the exceeded number of backoff
stages (the maximum allowed values is specifiethbynacMaxCSMABackoffsarameter, set to 4 by
default). As clearly shown in Figure 4-a, the patage of packets discarded for exceeded number of
retransmissions is negligible whenacMaxFrameRetries 2. We found that digher number of
retransmissions can be beneficial only when the PERery high (e.g., 30% and beyond) and the

number of sensor nodes large (e.g., 30 or more).

Based on the results in Figure 4-a, we would expleat an increase in the maximum number of
allowed backoff stages produce a significant impgacthe MAC reliability. Actually, increasing the
macMaxCSMABackoffsarameter while leaving all other parameters to their défaalues — results

in an almost linear increase in the delivery résiee Figure 4-b). Furthermore, in these experimeats
also observed a better energy efficiency, at tis¢ @ban increased latency experienced by packats.
latency increases because a larger number of packetuccessfully transmitted, which takes more
time. At the same time, the average energy consamper packet decreases (significantly) because
this larger number of successful transmissions metyires a limited amount of additional energye Th
results presented in Figure 4-b show that incrgaie macMaxCSMABackoffgarameter produces a
significant increase of the delivery ratio but,cafsr largemacMaxCSMABackoffgalues, it remains
well below 100%.
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Figure 5. Inpact on the delivery ratio of macMaxBE(a) and macMinBE (b).
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Figure 5-a shows the effects of increasing the maxi backoff-window size (through tmeacMaxBE

parameter), while leaving the maximum number aaregmissions and the minimum window size (i.e.,
the macMinBEparameter) to their default values. Now the delivatio increases up to values very
close to 100%. This is due to the combined efféet larger backoff window size and a higher number

of backoff stages, which are bounded by the follmgonstrairit
macMaxCSMABackoffsmacMaxBE-macMinBE (1)

Due to motivations similar to the ones we have aglyediscussed, the packet latency increases

accordingly, while the energy consumption per padkeereases significantly.

Finally, we fixedmacMaxBEand variedmacMIinBEin the range [1macMaxBE1l], while leaving
macMaxFrameRetrieso its default value. Figure 5-b, which refers tweke different values of
macMaxBE(i.e., 5, 8, and 10), shows that increasing theimum backoff-window size further
increases the delivery ratio, up to 100%. Thisdasduse a larger initial backoff window reduces the
collision probability in the first backoff stagess above, the latency experienced by packets isesea

while the average energy consumed per packet tlyroegdivered to the sink node decreases.

Based on the above-mentioned results, the followimaclusions can be drawn. The MAC reliability
can be improved — up to a 100% delivery ratio -rmyeasing one or more MAC parameters, as this
spreads the transmission attempts of differentasemsdes over a longer time interval, thus reducing
the number of simultaneously contending nodes,irer@ases the number of allowed trials per packet.
The cost to be paid is an increase in the laterpgreenced by packets while the average energy per
packet reduces, even significantly. An increasdédnlzy may be a problem in many delay-bounded
industrial applications, where packets must bevdedd within a predefined deadline. These
conclusions suggest that the MAC unreliability peob, which is originated by the CSMA/CA
algorithm, is made worse by the default parametetsing, which appears to be not appropriate for
WSNs with power management enabled. The key quedboanswer is, thus, whether a more
appropriate parameters setting can mitigate thblgmo without introducing unacceptable side effects

(e.g., excessive latency). This will be investigatethe next section.

8 In order to satisfy Constraint (1) for all evaledivalues omacMaxBeandmacMaxBE in the simulation we sehacMaxCSMABackofts 10.
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VIl.  PROBLEM MITIGATION

To answer the previous question we considered ttiféerent sets of CSMA/CA parameter values,

summarized in Table 2, and defined as follows.
» Default Parameters Set (DR 3)his set consists of the default values specligthe standard.

» Standard Parameters Set (SPShis set consists of parameter values still ciemplwith the
802.15.4 standard (2006 release). Specifically, pafameters are set tihe corresponding

maximum value allowed by the standard (see Table 2)

* Non-standard Parameters Set (NPShis set of parameter values is not compliantwhe
802.15.4 standard. In particular, all parametezssat to values beyornide maximum ones allowed

by the standard (see Table 2).

TABLE 2. CSMA/CA PARAMETER SETS

macMaxCSMABackoffs macMaxFrameRetries
3 5 4 3

DPS
SPS 7 8 5 7
NPS 8 10 10 10

Below, we will consider again the star network stemanalyzed in Section V, and will re-derive the
performance, under the three CSMA/CA parameter defised above, for two different PER values
(0% and 30%). The four plots in Figure 6 show hbe different performance indices change when
passing from one parameter set to another. In tefndelivery ratio (Figure 6-a), there is a dramati
increase when moving from DPS to SPS. Howeverdétigery ratio remains significantly below 100%
when the number of sensor nodes is large and/artthenel is very unreliable. Instead, when usimg th
non-standard parameter set (i.e., NPS) the delinaiy is approximately 100% even in such extreme
conditions. Obviously, this increase in the dejvetio comes at the cost of a larger packet Iatenc
Figure 6-b shows that, with 50 nodes and PER=30%aterage latency increases from 50 ms (DPS)
to 200 ms (SPS) and more than 350 ms (NPS). Wefalsw that the 99-th percentile of the latency
distribution with SPS and NSP, is approximatelysOand 1.2s, respectively. These values are clearly
unacceptable for many industrial applications, whpackets must be delivered within a certain
deadline. Therefore, for this specific scenario,measured the fraction of packets delivered on,tase

a function of the maximum latency tolerated by #pplication. Figure 6-c shows that, while it is
always convenient using parameter values larger tha default ones, using very large values might

not be so convenient, depending on the type ofsmi application [11]. For example, when the
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deadline is less than or equal to 100 ms, theifraadf packets delivered on time is below 20%,

irrespective of the parameter set.
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Figure 6. Delivery ratio (a), average latency (b)on-time delivery ratio (c), and energy efficiencyd) with DPS, SPS
and NPS sets.

Passing from DPS to SPS and NPS also increasdst#fieenergy consumption as a larger number of
packets are transmitted by sensor nodes. Howewvee look at the average energy consumption per
packet (Figure 6-d), instead of the total energgscoption, there is a significant decrease when
passing from DPS to SPS (from 12.6 mJ/packet tooxppately 8 mJ/packet, with 50 nodes and
PER=30%). This is because the additional energyswoption is largely compensated by the
significant increase in the number of (correctlglicered packets. We can observe a slight decrease
also when passing from SPS to NPS. However, thatsda Figure 6-d do not consider any constraints
in the maximum latency tolerated by the applicatibimis is not the case for time-bounded application

For instance, assuming a maximum latency of 100bmiy SPS and NPS deliver approximately 20%
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of packets on time. However, the energy cost feahgecket delivered on time is, on average, 30.1 mJ
with SPS and 41.9 mJ with NPS.

To conclude our simulation analysis, we also pentnt experiments where we varied the offered load
(i.e., 1, 2, 3 packets per Beacon Interval), whekeving the PER value constant at 10%. The obtained

results are aligned with those shown in Figuren@, @e thus omitted for the sake of space.

The results presented in this section confirm ha&02.15.4 WSNs the MAC unreliability problem is
made more severe than in other similar WSNs byd#kault parameter values suggested by the
standard. They also show that, in the consideredas®, a delivery ratio of 100% (or very close to
100%) can be achieved by just setting the MAC patars to more appropriate values. However, since
the increase in the delivery ratio is achievedhat ¢ost of a higher latency, and due to the random
nature of the CSMA/CA algorithm, an appropriategpageters setting that guarantees both reliability
and bounded latency for time-sensitive applicatidoss not exist. Figure 6-c shows that when the
maximum latency tolerated by the application is l#&an 100 ms the fraction of packets delivesed

timeis below 20%, for any MAC parameters setting.

VIlIl.  EXPERIMENTAL ANALYSYS

Since simulation experiments might not take inteoamt all factors that can occur in a real
environment, we also performed a set of measuramenta real WSN. The purpose of these
experiments is twofold: i to validate the simulation results, thus confmmgnithat the MAC
unreliability problem also occurs in real WSNs, gmgto show that the solution envisaged in Section
VIl is viable in a practical scenario. Our testlmehsists of Tmote Sky sensor nodes [48] with TinyOS
2.x operating system [49]. Tmote Sky sensor nodeghe Chipcon CC2420 radio transceiver [42] that
is compliant to the 802.15.4 physical layer andpsuts a 250 Kbps bit rate over the unlicensed 2.4
GHz ISM band. Instead of using the default MAC poail shipped with the TinyOS software, we used
TKN15.4 [50], an implementation of the 802.15.4 MAbtocol for TinyOS 2.x, developed by the
TKN group at TU Berlin. Since the TKN15.4 sourceleas freely available it is possible to change the

MAC parameters even beyond the maximum values elliduy the standard.

In our experimental analysis we referred to the esatar network scenario and common parameters
setting considered in the simulation analysis. @ligh we did not deploy the WSN in a real industrial
environment, nevertheless we ran our experiments iworking place with several sources of

interfering signals, including many WiFi networl&nce we are using the beacon enabled mode — and
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beacon transmission is performed by the coordifatd node without contention with other nodes —

we used the beacon loss rate (as perceived atrseodes) as an estimate of PER, and used the

estimated value in the corresponding simulatioredrpent. Clearly, the channel conditions vary over

time, while in simulations we used the average eatueasured during the entire experiment. To

increase the accuracy of our results, we perforindiferent replicas for each experiment. The rssul

presented below are averaged over the 5 replicabédifigures we also report the standard devigjion
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Figure 7. Comparison between simulation and experiental results.
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Figure 7-a compares the delivery ratio, obtaineith simulation (continuous line) and real experinsent

(dashed line), when using the default parametdtiggi.e., DPS). We measured the delivery ratio

with the retransmission mechanism enabled (RTx @ disabled (RTx OFF). In both cases, the

simulation and experimental curves exhibit the strered and are very close to each other.

When the retransmission mechanism is enabled thgeriexental results are better than the

corresponding simulation results, which may appmid. Actually, this is due to misalignments in

clocks of different sensor nodes which occur i Yé&Ns (while in simulations the clocks of all nede



are perfectly synchronized). As shown in [50]hé ttlock misalignment of two different nodes ig&ar
than the duration of a CCA, it may result in anr@ased number of collisions with respect to the cas

of perfectly synchronized clocks.

In our scenario the effect of clock misalignmenteviles a higher delivery ratio, but at the cost of
increased latency. We show this by means of thenpbeadepicted in Figure 8, where Node 1 is trying
to transmit a packet to the sink node. It has diresensed the wireless medium and found it busy for
macMaxCSMABackoffs consecutive times. Thus, it has only one more ahdrefore dropping the
packet due to exceeded number of backoff stagdsglme 8-a, where clocks of different sensor nodes
are perfectly synchronized, as in simulation, Nddéunds the channel busy again and drops the
packet. In Figure 8-b, due to the clock misaligntrietween Node 1 and Node 2, Node 1 experiences a
collision, and, according to the CSMA/CA algorithresets the number of backoff stages and starts a
new access cycle. Hence, the packet has more chambe transmitted in the latter case. This ie als
confirmed by the set of experiments where we deghlthe retransmission mechanism (the results are
also shown in Figure 7-a). Of course, disablingaretmissions reduces the probability of successful
transmission and, hence, the delivery ratio. Howavalso nullifies the effect of clock misalignmte

as collided packets cannot be retransmitted. Haheeexperimental results tend to be slightly worse

than the corresponding simulation results.
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Figure 8. Effects of clock misalignment on packetansmissions.

The experimental measurements shown in Figure Zldate our previous simulation results, and
confirm that the MAC unreliability problem occurs ireal WSNs too. We performed further

experiments to check whether our envisaged solutien using higher MAC parameter values, may be
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effective in a real environment. Figure 7-b sholes delivery ratio when using the SPS and NPS sets
defined above. Actually, both sets provide a dejivatio very close to 100% (we zoomed on the 90-
100% range in the figure). NPS and SPS show albmusame delivery ratio as in the experimental

study we analyzed only small/medium size WSNs @upa nodes).

In addition to delivery ratio, we also measureddkerage latency experienced by packets (Figuje 7-c
and the average energy consumption per deliverekkpérigure 7-d). The experimental measurements
for latency confirm the trend observed in simulatexperiments. However, Figure 7-c shows that the
average latency in the testbed is larger thannigasured in simulation experiments. This is alsatdu
the effect of clock misalignments described ab@learly, the latter becomes more and more relevant
as the number of nodes increases (since the oaolliprobability increases accordingly), and this
justifies the increasing discrepancy between sitrarlaand experimental results, as the number of

sensor nodes increases.

Finally, Figure 7-d compares the energy efficienoythe real experiments and simulations. As
expected, the average energy consumption per @iletiy packet in the real WSN is larger than that in
the simulation experiments. This is because padkdts more time to be transmitted, as shown in
Figure 7-c. The experimental results confirm the WSN becomes more energy efficient (i.e., the
energy per message decreases) when using SPS oridRad of DPS. The only difference, with
respect to simulations, is that curves for SPSNIR& are no more overlapped. This is because, when
using NPS, instead of SPS, the average latenayd; correspondingly, the total energy consumption
increases more than in the corresponding simulagiqueriments, while the delivery ratio remains
approximately the same (see Figure 7-c and Figithe We expect that the energy efficiency of NPS
solution with respect to SPS increases while irggneggthe number of sensor nodes and/or the PER. In
fact, as shown in Figure 6-a, for large networkg.(e> 40 nodes) and/or large PER, the NPS delivery

ratio is considerably higher than that of SPS.

To summarize, our results confirm that using a C3WRparameters setting different from the default
one significantly improves the 802.15.4 performamcderms of delivery ratio. However, the selegtio
of the optimal parameter setting depends on dynaratevork conditions and, hence, an adaptive

mechanism is required for tuning the 802.15.4 patars
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IX. CONCLUSIONS

In this paper we have investigated, through bothukition and experiments on a real testbed, the
performance of IEEE 802.15.4 WSNs when power manageis enabled for energy conservation. We
have observed that sensor nodes experience a lmmgnication reliability in terms of delivery ratio
which may prevent the distributed sensing systeomfroperating properly (e.g., as for a timely
detection of events). We have referred to thisdsstheMAC unreliability problenas it is originated

by the contention-based 802.15.4 MAC protocol.

To understand the fundamental reasons of this pnoblve have performed a thorough simulation
analysis. We have found that the problem is essgntiue to the CSMA/CA algorithm used by the
802.15.4 MAC for channel access, which is not ablefficiently handle contention when the number
of simultaneously contending nodes is relativelyhhfa similar problem does not occur when using a
Time Division or polling scheme for channel acce#d}hough this is a problem common to all
contention-based MAC protocols, nevertheless in802.15.4 MAC it is made more severe than in
other similar cases (e.g., S-MAC) due to the MAQap@eters setting suggested by the standard.
Specifically, we have shown that the default CSMA/@arameter values specified by the standard are
not appropriate for WSNs exploiting power managamiearthermore, we have also shown that, with
appropriate parameter settings we can achieve &o01@6livery ratio, at least in the scenarios
considered in this paper. However, our simulatesults have shown that, in WSNs with large number
of nodes and/or high traffic conditions, the desidelivery ratio can be achieved only by using MAC
parameter values not compliant with the 802.15Adsdrd. More important, the increase in the defiver
ratio is obtained at the cost of a significant lkeigkatency, which may not be acceptable for delay-
bounded applications. In fact, we have shown thati{s current form, the 802.15.4 MAC is not
appropriate for industrial applications with veryirggent latency requirements, as it is not able to
guarantee an acceptable reliability level subjedht required timeliness, especially if the numidier
sensor nodes is large and/or the offered loadyis. litxperimental measurements on a real testbezl hav
confirmed all the conclusions drawn from the sirtiola analysis. The cost to be paid, in terms of

additional latency and energy consumption, appeaog even higher in a real environment.

The above analysis paves the way for further rebea&ince the most appropriate MAC parameters
setting depends on the network operating condit{er., number of nodes, offered load, packet loss
rate) as well as on the Quality of Service (QoRJumed by the applications (e.g., delivery ratio,

latency, etc.) we are currently investigating aa@iye scheme which can dynamically tune the MAC
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parameters setting to meet the applications reaaings, at least for (industrial) applications witho
stringent latency requirements. Ideally, this alfpon should dynamically select the most appropriate
parameters setting to provide the required QoS thighminimum energy expenditure, under varying

operating conditions.
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